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Abstract—This paper presents a method for determining the Other metrics of voice quality [4] - [6] do not consider the
quality of a VolP communication using intelligent learning tech-  voice signal, for determining the quality index are empltbye
nigques. The proposed solution uses historical values of network models based on network parameters such as the E-Model

parameters and communication quality in order to train the 23 di twork ol - dt fi th te of
intelligent learning algorithms. After that, these algorithms are [23], used in network planning and to configure the rate o

able to find the quality of the VoIP communication based COmmunication VolP MOS.

on network parameters of an specific period of time. The  Machine Learning algorithms have been used to determine
intelligent learning algorithms take as input a baseline file that the quality of multimedia services, thus trying to ensure a
contains some values of network parameters and voice coding, better quality of service [7], [8]. For the case evaluatidn o
associating an index quality for each scenario according to the = . L0 )

ITU-T Recommendation G.107. The tests were performed in an voice quality in VolP service, the Wo_rks_ 9] B [12] _ShOW
emulated network environment, totally isolated and controlled how neural networks are used for monitoring this service, bu
with real traffic of voice and realistic IP network parameters. are not studied other learning techniques and do not detail
The quality ratings obtained for the learning algorithms in all  how the training file used was built. The E-Model is not
scenarios were corroborated with the results of the algorithm of sufficient to predict the Quality Level, because sometimes a

ITU-T Recommendation P.862. The results show the reliability of ter i o d it | t ible t th
the three learning algorithms used on the tests: Decision Trees parameter 1S missing and It IS not possible to measure the

(3.48), Neural Networks (Multilayer Perceptron) and Bayesian QO0S with the E-Model, but with the machine learning if one
Networks (Naives). The highest value of reliability in determining parameter is missing it is possible to measure the QoS. This
the (_Z]L_Ja"ty of the VolP communications was 0.98 with the use _Of paper uses as a training file wich has been built based on
Decision Trees Algorithm. These results demonstrate the validity ITU-T Recommendation G.107, more knowledge as E-Model,
of the method proposed. S .
considering some network scenarios that have been exdracte
Keywords-QoS; VolP; Machine Learning; Decision Tree; E- from real traffic and the results was achieved high levels of
Model; PESQ. reliability.
Algorithms used in this study come from different ap-
l. INTRODUCTION proaches in sub-area of artificial intelligence, devotedhi
The quality of a VolP (Voice over IP) communication doestudy of learning by machines to predict the quality level
not have the quality levels of the conventional circuittsived of a service, these algorithms are: Decision Tree (J48 -
telephony, thus, users who do not have an acceptable uSdt5 algorithm), Bayesian networks (Naive Bayes) and Neura
experience with VoIP calls continues using the traditiondetworks (Multilayer Perceptron) to determine the quadity
telephony. For this reason, the study of methods for evialgiat VolP communication in a sample interval of 8 seconds; so, the
quality of VolP communication is very important because fkliability of the specified algorithms on this applicatiamas
allows that network resources can be reallocated to improwveasured. Network training was performed using a file of 650
the communication quality. cases, which were prepared by the E-Model algorithm, each
Initially, determining the quality of a VoIP communicationline of the file contains the network parameters: transioissi
was done by subjective tests, resulting in a quality scorate, delay and probability of packet loss, and the value of
called MOS (Mean Opinion Score), the ITU-T Recommerguality (MOS), which is the result of the E-Model algorithm.
dation P.800 [1] describes the requirements and methogolog This work considers the encoding rates of 64 kbps for ITU-
followed in these tests. After, some objective methods vegis pT G.711 [13] codec and rate of 8 kbps for ITU-T G.729 [14],
formed: such as ITU-T Recommendation P.862 [2] or PES®@spectively, and also consider the intrinsic values thase
(Perceptual Evaluation of Speech Quality), which deteeminencoders have in the scenario with packet loss.
an index named MOS-LQO MOS-Listening Quality Objective The tests were performed in a scenario of IP network
which is the result of the comparison of the original voicemulation, where it is established a VolP communication
or reference signal and the degraded speech signal. Aland is programmed different network parameters, in order
nonintrusive methods were developed, such as the ITU-T3P.56 study the quality degradation of voice communication for
[3], where the algorithms do not need a voice signal referen@ach scenario tested. For purposes of network emulatien, th
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software named NETEM (Network Emulator) [20] was used, The processing performed by each neuron is defined by the
where the parameters of packet loss probability and delag@mbination of the processing performed by the previousrlay
point in an IP network can be changed. This article is divideaf neurons that are connected to it. From the first hidderrlaye
as follows: to output layer, implemented functions become increagingl
Section 2, where it is made a theoretical revision of machieemplex. These functions define how the division is made of
learning algorithms used in this work; Section 3 deals whih t space-making.
E-Model algorithm; Section 4 presents briefly the PESQ algo- There are several algorithms to train the MLP networks.
rithm, Section 5 presents the test scenario, the methogolodmong these, the most popular learning algorithm for train-
followed on the tests and the parameters evaluated; Sectiog these networks is the back propagation [27]. This is a
6 shows the results and discussions, and finally, Sectionsifpervised algorithm that uses the desired output for each
presents the conclusion and future work. input provided to adjust the parameters, called weighthef t
network. In addition, the adjustment weights use the method

Il. ALGORITHMS USED IN THE DETERMINATION of backpropagation gradient to define the corrections to be

OF COMUNICATION QUALITY

applied.
This section is presenting the different algorithms used
in training of the network to determine the quality of VoIP . 1TU-T G.107 RECOMENDATION
communications. This recommendation, better known as E-Model [23], is a

computer model that measures the effects of the parameters

- _ . of a transmission signal and the transmitted voice qudlite
Decision Trees [24] are tools that can be used for giving {9 \10del is defined by the following equation:
the agent the ability for both learning and making decisions '

The decision tree takes as input a situation described by a
set of attributes and returns a decision, which is predibted R=R,—I,—I;,—I.+ A (1)
the value of the input attribute. The input can be both discre
or continuous values. In this paper, only discrete values ar where:

used. The learning of discrete values is called classifinati  , R: determination factor of the transmission rate that has

B. Bayesian Classification a correspondence with the MOS score ITU-T P.800.
' R, ratio - signal to noise.

- . . . - L4
The Bayesian classification [25] algorithm has its name | ; . gimultaneous degradation factor, which represents

because it is based on probability of Bayes’ Theorem. Itde al all the degradations that occur simultaneously with the
known as N&e Bayes classifier or only Bayes algorithm. The speech signal.

algorithm aims to calculate the probability that an unknown I, quality degradation due to the delay.

sample belongs to each of the known classes. This type of I.: degradation of the quality by effect of the device
prediction is called the statistical classification; it smpletely (encoder).

based on probabilities. « A: improvement factor.

A feature of this algorithm is that it requires a data_ set The default value ofR, is 93.2, which is obtained by

that is already classified previously. Based on this preiém putting all the inputs of the model with their default values

hich is al lled th ini he algorith ) :
data set, Which 1S also ca ed t.e tralplng set, the a9 It.for example, the parameter of quality degradation due taydel
takes as input a new unknown, i.e., this has no classificati

and returns as output the most likely class for this samp éi)’ and the parameter corresponding to the degradation of

. I : equipment, i.e., for this calculation.
according to probabilistic calculations. . . . . .
glop The parameter is not considered in the calculations of this

C. Multilayer Perceptron work, since it describes conditions that are related to itiress,

Rosenblatt [26] introduced the perceptron as the simplaPt depending on the transport network.
architecture of neural network capable of classifyingdimg | Nne factor4 has the value 0 [15] for cable networks and

separable patterns. The operation of a perceptron (aatifidS h€ scenario that matches the emulation of this work.
neuron) shows that: The delay factorl; is defined by composition:

A. Decision Tree Classification

« The neuron is responsible for calculating the combination
of inputs and weights, and then applies an activation func- Iy = Iye + Lo + Lig )
tion that determines the effective output of the neuron.

« The training is done through the presentation of known The parameterd,,. and I;. correspond to delays due
inputs and outputs (supervised learning) and adjusting the echo, both the sender and receiver. These factors are
weights with specific algorithms. not considered for the test scenario to assume perfect echo

Multilayer Perceptron Networks (MLP) are computationallguppression.

more powerful than networks without hidden layers. The MLP The 1,4 represents the delayf{) produced in the encoder
can handle data that are not linearly separable. and the network, including an echo cancellation. The nedtwor
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delay is set according to the type of test on the netwodelay is not included on tested scenarios of recommendation

emulator. P.862. To be possible include this factor on test scenarés w
The 144 is defined as: delay is present, it was converted the MOS indextindex
ForT, <100ms : Izq=13=0 value using equation (5); this way, we obtained the quality
For T, > 100ms : index in these type of scenarios.

V. SCENARIO AND TEST METHODOLOGY

Ijq=1,=0.024d +0.11(d — 177,3)P(d — 177,3)  (3) The tests were conducted in emulation of IP network shown
) ) . in Figure 1, which consists of three computers, two of them
with: P(k) =0, if k <0, P(k) =1,if k >0 (PC-A and PC-C) establish VoIP communication point to

With thesg considerations, one can calculate the param §lnt, and the third (PC-B) emulates the transmission ciiann
R as a function of the parameters that correspond to the Valygich are programmed different degradations of networksuc
of R,, the delay {s) and the factor corresponding to theas: packet loss and delay. The audio inputs used belong to the
encoder {.). set of validation tests that are included in ITU-T P.862, the

algorithm of this same recommendation (PESQ) is used to
R=R,—1I;—1, (4) assess the [eve] of qyality of vpice signal in.receptiorj. The
second quality index is determined by machine learning al-

The R factor is related to the MOS index, according to thgorithm, these algorithms are: decision trees, neural ordisv
following equation: and Bayesian networks.

The first step is to build the algorithm used in machine
R =3,026 x M? — 25,314 x M2+ 87,06 x M — 57,336  learning or training file, which has built considering 650
(5) scenarios where QoS has been obtained using the E-model
. algorithm. Each test scenario is represented in the trifilie
IV. RECOMENDACAO ITU-T P.862 as a line, that will be presented later in more detail.

The ITU-T Recommendation P.862 [16], known as PESQ In the emulator network are programmed different scenar-
(Perceptual Evaluation of Speech Quality) is an objectives, with different parameter values of probability of patk
evaluation method that compares an original signal withlass and delay inserted in the training file in order to better
degraded signal, resulting from the passage of the sigmalidate the reliability of results.
through a communication system. The output is a PESQThe sample period for assessing the quality of VolP com-
predicting the perception of quality that would be felt bynunications is 8 seconds, this time was chosen, in addition
an individual in a subjective listening test. This prediatis to the original size of the audio file, due to the number of
related to a score, called an index MOS (Mean Opinion Scorggckets sent by the transmitter (PC-A) during this timeqakri
and the methodology PESQ, this estimate is called LQO-MQ&us considering an encoding rate of 64 kbps are sent 400
(MOS-Listening Quality Objective) and scores ranging frorpackets of 160 bytes, for a shorter time the number of packets
1 (poor) to 4.5 (excellent). sent is smaller and therefore the percentage of packet &sss h

PESQ only measures the effects of one-way speech distartower resolution.
tion and noise on speech quality. The effects of delay, sitgt  The software and tools, in each PC, used to build the test
echo, and other impairments related to two-way interacien scenario are the following:

not reflected in the PESQ scores. « PC-A, PC-C: clients using softphone MyPhone 0.2b10
According to this recommendation, PESQ had demonstrated [17], packet analyser Wireshark [18] and software to
acceptable accuracy on the following scenarios: record audio file of extension .wav - VRS Recording
« Speech input levels to a codec. System [19].
« Transmission channel errors. « PC-B: router using the network emulator NETEM [20],
« Packet loss and packet loss concealment with CELP to simulate packet loss, delay, jitter and bandwidth; the
codecs. software ITU-T P.862 was used to find the MOS index
« Transcodings. for the voice quality.
« Effect of varying delay in listening only tests. The sound transmitted was generated by a player of file .wav

« Short-term and long-term time warping of audio signalthat is connected to the microphone input of PC1 by an audio
» Coding Technologies: Waveform codecs, e.g. G.71table, and as mentioned previously, this file has a duration o
G.726; G.727; CELP and hybrid codecs .4 kbit/s§ seconds and was sampled at 8 kHz and 16 bits.
e.g. G.728, G.729, G.723.1; Other codecs: GSM-FR, The methodology followed in the tests to get the value using
GSMHR, GSM-EFR, GSM-AMR, CDMA-EVRC, TD- the tool PESQ MOS is as follows:
MAACELP, TDMA-VSELP. « Initially, it starts a communication between the PC-A and
In the test scenario was used the codecs G.711 and G.729, PC-C by softphones installed in the PCs, and lets you
and the network suffer degradation due packet loss and,delay choose the voice coder used to each VoIP call, where it
the audio input was isolated to avoid voice impairmentsyOnl  is made of computer to computer.
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T’i’j’”g tested by the ITU-T G.107 and presented the recommendation.
(EM/;GU l In the test scenario were employed coders G.711 and G.729.
L r

Machine

Leaming Quality TABLE |

Neiwork Parameters Index 2 VALUES OF I AND Bpl FOR VOICE CODERS
(Algorithms)

Codec I Bpl
G.723.1+VAD | 15 | 16.12
G.729A+VAD | 11 19

PC-A w pC-C GSWEFR | 5 | 1003
G.711 0 4.3

\ PC-B G.711+PLC | 0 | 25.14

Qriginal Audio

Degraded Audio

To obtain the value of quality index R were used the
parameters described in Table II.

Qualty TABLE I
Index 1 PARAMETERS OF THEE-MODEL ALGORITHM
Parameter Default Value | Units
Fig. 1. Test scenario. Noise Referred to at O dBr point - N¢ -70 dBm
Noise Floor - Nfor -64 dBm
Room Noise (Send) - Ps 35 dB
« For each scenario the network emulator is configured with Room Noise (Receive) - Pr 35 dB
parameters required to perform the test. Send Loudness Rating - SLR 8 dB
o The player transmits the audio (arg-orig.wav) to PC-A Receive Loudness Rating- RLR 2 dB
where this sound is recorded (arg-orig2.wav), as the call D-factor (Receive) - Dr 3 -
is active, and the voice is transmitted to the PC-C through Listener's Sidetone Rating - LSTR 21 dB
the PC-B. D-factor (Send) 3 -
« While data are transmitted, the program Wireshark that Mean One-Way Delay - T 100 ms
is running on the PC-A and PC-C, it is saved the | Absolute Delay from (S) to (R) Ta 100 ms
network information such as: the signaling messages for Round-Trip Delay -Tr 200 ms
establishing, maintaining and finalizing calls, messages | Talker Echo Loudness Rating - TELR 65 dB
from the RTP, the average size of the package (bytes),| weighted Echo Path Loss - WEPL 110 dB
average number of packets transferred per second and Quantizing Distortion Units - QDU 1 -
average bandwidth. Equipment Impairment Factor - le 0 -
« Inthe PC-C, the received audio is recorded in a file (arg- | Packet-loss Robustness Factor - Byl 1 -
deg.wav). This file and the original file are compared by Packet-loss Probability - Ppl 1 %
PESQ software, which runs on PC-B, resulting in a MOS- Expectation Factor - A 0 -

LQO score.

A. Implementation of the input file for training algorithms ~ AS @ result it was obtained a file with 650 lines, for a better

) . o understanding Table Il presents the 10 first cases or nktwor

As mentioned before, the preparation of an initial databagganarios:

of network parameters and the quality score for each sceq, order to group ranges of R values and define categories
nario was performed considering the ITU-T Recommendatioff o5, we took as reference model the classification drawn
G.107. This mathematical model provides an R value gl |Ty.T Recommendation G.107, which is presented in
quality ranging from 0 to 93.2, where the highest valugig,re 2. where it is presented the limit values for both R and
corresponds to a higher quality. The different scenarioeewg ;g ingex.
constructed leaving the default parameters fixed and vgryin The quality levels of classification used in this work only

the following parameters: consider five categories, where the last two categoriesiiNea
« The Mean One-Way Delay. All Users Dissatisfied and Not Recommended at Figure 2 were
o The Packet-loss Probability. grouped into one.

e« The type of encoder is related to the parameters: enCOdingrhese five Categories are presented in Table |V:
rate, /. (Equipment Impairment Factor) arpl (Packet-  wijth this categorization it is obtained the file that will
loss Robustness Factor). works as training file to the algorithms that determines the
The values ofl, and Bpl are dependent on the vocodegquality of the communication. The sample lines from this file
used, Table | represents values for the encoders have biepresented on Table V.
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TABLE IIl — .
VALUES OF I AND Bpl FOR VOICE CODERS B. Determination of QoS using the tool Weka
In order to determine the QoS using the learning algorithms,
Rate (kbps)| Delay (ms) | Bpl (%) | Ie | R (Value) the software Weka-version 3.7.4 [21] was used as a tool for
64 0 4.3 0 93.2 data analysis method. This tool supports several algosithm
64 50 4.3 0 91.8 based on related works, it was decided use the followingethre
64 150 4.3 0 895 « Desicion Tree J48 - algorithm C4.5;
64 200 4.3 0 85.8 « Bayesian networks - Naive Bayes;
64 250 4.3 0 792 « Neural Networks - Multilayer Perceptron.
64 300 4.3 0 72.5 , L N
o4 350 13 0 ) With the training file, it was analyzed the cross-validation
o2 200 4'3 0 622 and obtained the values of the factor 'F’ (F-measure) foheac
ol 250 13 0 52 algorithm tested, as shown in Table VI.
TABLE VI
R MOS VALUES OF FACTOR F FOR EACH ALGORITHM
USER SATISFACTION
100 5.0 Algorithm F-measure
Very Satisfied
50 43 Trees J.48 0.98
Satisfied Multilayer Perceptron 0.92
80 — 4.0 Bayes (Naives) 0.78
Some users Dissatisfied
70 - - 3.6
Many Users Dissafisfied The values reached for the F factor were very high, whereas
60 3.1 ..
T —— valqeg greater thar_1 0.7 are enough for network tramlnghAs t
50 2.8 decision tree algorithm it was obtained the best resultgina
Not Recommended the same results determining the QoS for all tests.

VI. EXPERIMENTAL RESULTS

Fig. 2. Levels of User Satisfaction of a VolP communication. In this work. 300 tests were conducted foIIowing the

methodology explained, where in each test was considered
a scenario configured with different parameters on network
emulator. The higher the number of tests in learning teakesq

TABLE IV
QOS LEVELS USED IN THE TEST SCENARIO

Categories R R greater the validity of the results.
(Min. value) | (Max. Value) The results obtained are presented in Figure 3, where it
Very Satisfied (QoSl) 90 94 can be seen the highest value of successes in determining the
Satisfied (QoS2) 80 90 quality of service of VolP communication for each learning
Some Users dissatisfied (Qc® 70 80 algorithm used, where the Decision Trees algorithm rea¢h 29
Many Users dissatisfied (Qo8) 60 70 test results concordant with the results obtained by PESQ.

Nearly all Users Dissatisfied 0 60 Also, the Multilayer Perceptron and Naives-Bayes algo-

and Not Recommended (Qo%) rithms reached high values, these were 282 and 243 hits

respectively.
TABLE V

It is important to note that these results were obtained

CODEC AND NETWORK PARAMETERS ANDQOS . .
considering the range of MOS values of each QoS category

Rate (kbps)| Delay (ms) | Bpl (%) | QoS and not a single value of index MOS.
zj 500 8 Qog—i VII. CONCLUSION AND FUTURE WORK
64 100 0 825:1 The test results obtained show that machine learning is a
64 150 0 QoS 1 valid method to determine the quality of a VolP communica-
64 200 0 Q052 tion in several network conditions and using different eoic
6a 250 0 Q052 codecs, for this work the codecs: G.711 and G.729. The good
64 300 0 0053 performance of the learning algorithms definitely depend of
o4 350 0 QoS4 the initial file used to training these algorithms, in thisriwo
o 200 0 Q0S4 was used parameters values from a real IP network, and
” 250 0 Q0S5 the test was performed in network with realistic parameters

Also, it was tested the confidence of the E-Model algorithm
to determine the values of quality index for each scenario
included in the training file. The best result was obtained

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-249-3 46



ICDS 2013 : The Seventh International Conference on Digital Society

350

[7] R. Eisinger. Adaptago dirhmica de idea Instituto de Céncias
Matendticas e de Computag da USP. Master’s thesis, Abril 2007.

[8] A. Doulamis and G. Tziritas.Content-based video adaptation in

_—— Low/Variable bandwidth communication networks using adale neural
network structuresin The 2006 IEEE International Joint Conference on
Neural Network Proceedings, pages 4037-4044, Vancouver(nada,
2006.

[9] L. Sun and E. C. IfeachoRerceived speech quality prediction for voice
over IP based network$EEE International Conference on Communica-
tions, vol. 4, pp. 2573-2577, Apr. 2002.

[10] S. Mohamed, F. Cervantes-Perez, and H. Afifitegrating networks
measurements and speech quality subjective scores forotpuatposes

150 | INFOCOM 2001 Proceedings, vol. 2, pp. 641-649, Apr. 2001.

[11] G. Corrigan, N. Massey, and O. Schnufitansition-based speech
synthesis using neural networ€ASSP 2000 Proceedings, vol. 2, pp.

100 945-948, Jun. 2000.

DT . Ja8 MLP Heite [12] M. M. Meky and T. N. SaadawiPrediction of speech quality using
radial basis functions neural networklEEEE Proceeding on Computers
and Communications, pp. 174-178, Jul. 1997.

[13] ITU-T Rec. G.711,General Aspects of Digital Transmission Systems
Terminal Equipments - Pulse Code Modulation (PCM) of Voicsgken-
cies 1972. http://www.itu.int/rec/T-REC-G.711/en.

[14] ITU-T Rec. G.729,Coding of speech at 8 kbit/s using conjugate-
structure algebraic-code-excited linear prediction (BSELP) Janeiro

by the Decision Tree algorithm that reach 98% of accurac ,5]2|0T0J-Thgp://wi;l#]ntléec/T-dRIIEC-G-729/e onal model '

o i ; iahili ; -T Rec. G.107The E-model, a computational model for use in trans-
this .IS a very high degree of r?“at.)lhty. to dej[ermme th mission planningMar. 2005. http://www.itu.int/rec/T-REC-G.107/en.
quality category of VoIP communication in relation to othefie] ITU-T Rec. P.862Perceptual evaluation of speech quality (PESQ): An
works. The Multilayer Perceptron algorithm had high number objective method for end-to-end speech quality assessshaatrowband

of success too, reaching 94% of accuracy. The Bayes Naivestpelgﬁegg}one networks and speech codebtp://www.itu.int/rec/TREC-
! ) . en.

algorithm obtained a less number of success and reached 85%. softphone Myphoneéttp://myphone.sourceforge.net/, 09.02.2013.
The tests were performed in an emulated network and all tli€] Wireshark http://www.wireshark.org/download.html, 09.02.2013.

software used are free, for this reason the implementatigfl YRS - Recording  Systemhitp:/iwww.nch.com.aulvrsfindex.him,
of the same scenario for other works is possible. As futufgy NETEM - Network Emulatohttp://www.linuxfoundation.org/collaborate/workg
work, we intend to evaluate the quality of video services, fo /netem, 09.02.2013.

; ; ; . : ] Weka, Weka 3: Data Mining Software in Java
example, streaming video, creating a training file based &1 http:/lwww.cs waikato ac.nz/mliweka, , 09.02.2013.

ITU-T Recommendation P.930 [22]. Also, it will be studiedz2] |Tu-T Recommendation-P.93®rinciples of a reference impairment
different technigues of network resource allocation based system for videoGeneva, Aug. 1996.

P ; ; ; ; ; [23] Ding, L., Speech quality prediction in VoIP using the extended E-mode
predictions of quality services of a future period of timeirtg IEEE Global Telecommunications Conference, 2003, pp. 3974783

the goal of this idea improving the quality of an specific 7.
service. [24] J. R. Quinlan)nduction of decision treedMachine Learning, 1986, vol.
1, issue 1, pp. 81 - 106.
ACKNOWLEDGMENTS [25] Stutz, J.,Bayesian Classification Theqr¥echinical Report, 1991.
[26] Rosenblatt, F.Perceptron Simulation ExperimentBroceedings of the
The authors thanks to University ofa8 Paulo by the IRE, 1960, vol. 48, pp. 301 - 309.

motivation to researches in the area of Computer and Telecddf] Horkawa, S.-I.,On fuzzy modeling using fuzzy neural networks with
the back-propagation algorithmEEE Transactions on Neural Networks,

munication Systems. This work was supported by FAPESP | 3 pp. 801 - 806, 1992.
(Foundation for Researching Support didcSPaulo -Brazil).

FAPESP project number: 2011/12724-8

300

>
13
3

Number of Tests
[
S
S

Algorithm

Fig. 3. Algorithms results

REFERENCES

[1] ITU-T Rec. P.800Methods for subjective determination of transmission
quality. Aug. 1996. Dispoivel em: www.itu.int/rec/T-REC-P.800/en.

[2] ITU-T Rec. P.862,Perceptual evaluation of speech quality (PESQ): An
objective method for end-to-end speech quality assesofieatrowband
telephone networks and speech codeltp://www.itu.int/rec/TREC-
P.862/en.

[3] ITU-T Rec. P.563Single-ended method for objective speech quality as-
sessment in narrow-band telephony applicatiodsy. 2004. Dispotvel
em: www.itu.int/rec/T-REC-P.563/en.

[4] ITU-T Rec. G.107,The E-model, a computational model for use in trans-
mission planningInternational Telecommunications Union, Jul. 2000.

[5] L. A. R. Yamamoto and J. G. BeerendBhe impact of network perfor-
mance parameters on the end-to-end perceived speech ygquakpert
ATM Traffic Symposium, Sep. 1997.

[6] S. R. Broom,VoIP quality assessment: tracking account of the edge
device IEEE Trans. on Audio, Speech and Language Processing, vol.
14, pp. 1977-1983, Nov. 2006.

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-249-3 47



